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Abstract
Machine learning-driven human behavior analysis
is gaining attention in behavioral/mental health-
care, due to its potential to identify behavioral
patterns that cannot be recognized by traditional
assessments. Real-life applications, such as digi-
tal behavioral biomarker identification, often re-
quire the discovery of complex spatiotemporal
patterns in multimodal data, which is largely
under-explored. To fill this gap, we propose a
novel model that integrates uniquely designed
Deep Temporal Sets (DTS) with Evidential Rein-
forced Attentions (ERA). DTS captures complex
temporal relationships in the input and generates
a set-based representation, while ERA captures
the policy network’s uncertainty and conducts
evidence-aware exploration to locate attentive re-
gions in behavioral data. Using child-computer
interaction data as a testing platform, we demon-
strate the effectiveness of DTS-ERA in differen-
tiating children with Autism Spectrum Disorder
and typically developing children based on se-
quential multimodal visual and touch behaviors.
Comparisons with baseline methods show that our
model achieves superior performance and has the
potential to provide objective, quantitative, and
precise analysis of complex human behaviors.

1. Introduction
Machine learning has been widely applied to detecting and
analyzing human behaviors (Chen et al., 2021), with re-
cent advances in behavioral/mental health care (Thieme
et al., 2020). Digital technologies enable the collection of
big and high-resolution data, which further empowered ma-
chine learning and artificial intelligence in the automated
recognition of medical conditions and treatment planning
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(Washington et al., 2020). However, there are still important
bottlenecks. Meaningful observations of patients lead to
multimodal data where complex spatiotemporal patterns are
hidden and hard to catch (Cai et al., 2019). Collections of
data may be incomplete and noisy, and thus lead to erro-
neous predictions (Le Glaz et al., 2021). In addition, health
research requires a higher level of interpretability on the
analytical results, making many existing models (e.g., deep
neural networks) unsuitable since their black-box nature
cannot provide insights about the data.

To address these challenges, we propose novel integration
of uniquely designed Deep Temporal Sets with Evidential
Reinforced Attentions (DTS-ERA) to identify signature be-
havioral patterns (SBPs) based on multimodal behavioral
dynamics. To evaluate the performance of the proposed
model, we applied it to analyze complex spatiotemporal
datasets collected from a series of computer games designed
to identify the unique visual and touch behavioral patterns
in response to sensory stimuli for children with Autism
spectrum disorder (ASD). ASD is a prevalent (1 in 100
worldwide (Zeidan et al., 2022) and 1 in 44 in the U.S.
(Maenner et al., 2021)) developmental disorder character-
ized by challenges in social communications as well as
restricted and repetitive behaviors (APA, 2013). Human-
computer interaction systems have been developed to study
responsive behaviors through controlled stimuli delivery and
high-resolution behavioral data collection (Bozgeyikli et al.,
2017; Koirala et al., 2021), which generates important but
complex spatiotemporal patterns hiding in an overwhelming
amount of data points (Noel et al., 2017). In addition, users
may not attend to the whole interaction, causing noises and
incomplete data. Existing sequential models that process
the step-wise time series data may fail to achieve satisfac-
tory performance and extract interpretive embeddings facing
these unique challenges, because the informative features
and noises are weighted equally.

In the new DTS-ERA model, the DTS first extracts temporal
features from the raw behavioral data and transforms the
step-wise observations into a series of latent representations.
Such representations can capture the sequential dependen-
cies manifested in the various patterns of users’ behaviors,
which is the key to analyzing temporal data. Unlike con-
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(a) Gaze Trajectory [ASD] (b) Gaze Trajectory [TD] (c) Touch Trajectory [ASD] (d) Touch Trajectory [TD]

(e) ISS [ASD] (f) Circle [ASD] (g) GS [TD] (h) LL [TD] (i) BCS [ASD] (j) Slide [ASD] (k) GL [TD] (l) LS [TD]

Figure 1: (a)-(d): Heatmap visualization of one ASD (ID:2) and one TD (ID:3) users’ gaze and touch trajectories; (e)-(h):
signature behavioral patterns (SBPs) discovered from ASD and TD gaze trajectories, where ISS, GS, and LL stands for
imbalanced scatter switching, global scan, and local line, respectively; (i)-(l) SBPs discovered from ASD and TD touch
trajectories, where BCS, GL, and LS stand for balanced cluster switching, global line, and local scan, respectively.

ventional sequential models, which tend to forget early time
steps, the DTS generated representation properly balances
the early and recent time steps, which helps identify unusual
patterns if they happen early. We further integrate DTS with
evidential reinforced attentions (ERA) to perform evidence-
aware exploration over DTS embeddings and attentively
select and build sub-spatiotemporal sets. In particular, we
introduce a uniquely designed reward function to encourage
attention to the unknown but potentially important behav-
ioral sub-sequences (called signature behavioral patterns
or SBPs). The reward simultaneously considers both the
prediction accuracy for exploitation and evidence-based
uncertainty estimation for unknown behavior exploration.
Inspired by the task formulation in few-shot learning works,
we design the training objective as a sub-trajectory classi-
fication problem. DTS-ERA takes sub-trajectory data for
training rather than the entire trajectory and thus is capable
of processing incomplete sequential data, which is common
for behavioral studies of children. As a result, informative
behavioral patterns can be effectively identified (with noisy
ones excluded) to ensure good interpretability along with
improved predictive accuracy.

We use illustrative examples, as shown in Figure 1, to pro-
vide snapshots of experimental results and demonstrate the
effectiveness of the model design. As can be seen, it is
very hard to distinguish ASD and typically developing (TD)
children by simply comparing their entire gaze and touch
(i.e., painting ball movement) trajectories as shown in Fig-
ures 1a-1d, where brightness indicates gaze duration and
touch hardness, respectively. This is because the whole
trajectory contains both noisy behaviors and common pat-
terns between autistic children and their TD peers. On the
other hand, Figures 1e-1l show a set of representative SBPs
discovered from the ASD and TD gaze and touch trajecto-
ries, respectively by the proposed DTS-ERA model. They
show clear distinctions between the ASD and TD groups

of children, which are evidenced by the thorough statistical
analysis (see Table 2) conducted as part of our experiments.
Meanwhile, the SBPs are highly interpretable, which unveils
important behavioral differences between the two groups of
users. For example, Autistic users tended to stare at fixed
locations for a longer time and push or lift the painting ball
with a touch sensation harder while swiping the ball less.
In contrast, TD users looked around a wider area across
the game board, and moved the ball in a relatively linear
way, probably by following the designed painting path. Fur-
thermore, by placing attention to these SBPs in the DTS
embedding, it achieves a highly impressive classification
accuracy, demonstrating the potential of using the model to
facilitate behavioral phenotyping. We summarize our main
contributions below:

• a novel end-to-end DTS-ERA model to analyze sparse,
multimodal, dynamic, and noisy behavioral data.

• deep temporal sets to generate spatio-temporal set encod-
ing, capable of capturing special behavioral patterns.

• evidential reinforced attentions to identify SBPs that are
both discriminative and highly interpretable,

• use of task formulation to achieve accurate predictions
with limited sparse information from incomplete se-
quences of behavioral data, making it more realistic and
effective to support real-world behavioral studies.

2. Related Work
Machine learning driven digital behavioral biomarker
discovery. In recent years, there has been a growing interest
in identifying data-driven biomarkers leveraging machine
learning techniques (Babrak et al., 2019; Bent et al., 2021;
Lee et al., 2021). These biomarkers have unique advan-
tages over traditional biomarkers such as analysis at both
the individual and population level, continuous measures,
and passive monitoring (Babrak et al., 2019). Lee et al.
(Lee et al., 2021) leverage various machine learning ap-
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proaches with putative biomarkers as an imbalance between
sympathetic and parasympathetic nervous activity to predict
cognitive fatigue. Further, establishing robust neuroimaging
biomarkers using structural magnetic resonance imaging
(MRI) with traditional machine learning mechanisms are
used to diagnose and tailor treatment for ASD patients (Pag-
nozzi et al., 2018). In contrast to these approaches, our
model is uniquely designed to capture users’ signature be-
havioral patterns to better differentiate different user groups.

Deep sets. Deep Sets (DS) are a novel class of models
that operate on sets (Zaheer et al., 2017). DS can handle
varying input lengths and be applied to a wide range of
downstream applications, including classification (Gordon
et al., 2018; Gondal et al., 2021) and regression (Garnelo
et al., 2018b;a). Attentive Neural Processes (ANP) (Kim
et al., 2019) includes an attention-based encoder-decoder
architecture and ANP-RNN (Qin et al., 2019) further ex-
tends ANP model with an RNN-based encoder structure to
handle regression problems with temporal dependencies in
the input. In contrast to the self-attention or cross-attention
from ANP-RNN, the proposed DTS-ERA introduces novel
evidential reinforced attention to select observations and
build sub-spatiotemporal sets from multimodal gaze-touch
trajectories. This mechanism allows the model to identify
the representative SBPs in response to sensory stimuli and
helps the model more accurately differentiate between the
behaviors of children with ASD and those of TD.

Reinforcement learning. RL has been increasingly used
to solve computer vision and natural language processing
problems. For example, (Mnih et al., 2014) applies rein-
forced visual attention to recognize important image patches
for digit classification. (Paulus et al., 2017) introduces a
neural network model with novel intra-attention and a new
training method that combines standard supervised word
prediction and RL. In medical assessment, (Ye et al., 2020)
proposes an RL-based synthetic sample selection method
that learns to choose synthetic images containing reliable
and informative features.

Our work designs a new reward function that balances clas-
sification accuracy and evidence-based exploration. Instead
of performing relatively simple synthetic sample selection,
we combine RL and Deep Temporal Sets (DTS) in novel
ways to achieve evidential reinforced attentions to handle
complex and sparse sequential multimodal data.

3. Preliminaries
Data collection. The data used for this article were collected
using multiple virtual reality (VR) games (Koirala et al.,
2021). While all gaming data were collected using a simi-
lar setup, where participants sat in front of a screen-based
VR, the contents were quite different, including 2D and 3D
Maze Painting, Word Scanning, and Coloring

Figure 2: SAVR setup used for data collection

Figure 3: Overview of the proposed DTS-ERA

following a template. Figure 2 shows an example of the
interface for collecting different modality data, in our case,
gaze and touch, as well as Maze Painting 2D and 3D
environment. Word Scanning and Coloring games
were presented in a VR classroom showing on the screen,
shown in Figure 14 of Appendix F. Additional details can
be found in Appendix B.

Evidential learning and uncertainty. Evidential learning
is an evidence acquisition process where every training sam-
ple adds support to learn higher order evidential distribution
(Sensoy et al., 2018; Amini et al., 2020). Given the tar-
get yn, is drawn i.i.d. from a Gaussian distribution with
unknown mean and variance (µ, σ2) the model evidence
can be introduced by further placing a prior distribution
on (µ, σ2). Leveraging Gaussian prior on the unknown
mean and the Inverse-Gamma prior on the unknown vari-
ance, the posterior of (µ, σ2) is the Normal-Inverse-Gamma
(NIG) distribution. Given a NIG posterior distribution, we
can derive the mean (E[µ]), aleatoric (E[σ2]) and epistemic
(Var[µ]) uncertainty as:

E[µ] = γ, E[σ2] =
β

α− 1
, Var[µ] =

β

ν(α− 1)
(1)

4. Deep Temporal Sets with Evidential
Reinforced Attentions

Overview. The proposed DTS-ERA model seamlessly in-
tegrates deep temporal sets with evidential reinforced at-
tentions for signature behavioral pattern discovery from
dynamic multi-modal sensory inputs. Figure 3 presents a
high-level overview of the model. The DTS module extracts
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temporal features from raw input data and transforms them
into a series of latent representations organized into a set.
Then, state representations are generated by aggregating
the DTS generated embeddings while paying special atten-
tion to certain entries in the set, where the attended subset
is generated by an RL agent leveraging the ERA module.
ERA performs evidence-aware exploration of the DTS gen-
erated embeddings through a specially designed reward that
simultaneously considers both the prediction accuracy for
exploitation and evidence-based uncertainty estimation for
unknown behavior exploration.

4.1. Model Design
We aim to develop a model F that can accurately predict,
and identify the SBPs from multimodal sequential data. In
this work, we focus on SBPs that can be used to effectively
distinguish ASD and TD children given the recorded multi-
modal behavioral observations (i.e., gaze and touch) during
the game-play:

F : {gn, tn}Ne
n=1 → y; gn ∈ RMg , tn ∈ RMt (2)

where y ∈ [0, 1], T = {gn, tn}Ne
n=1 represents the entire

data within an episode (a.k.a., trajectory). In this trajectory,
(gn, tn) represents nth instance and Ne is the number of
gaze and touch data points in the episode. Each gaze feature
is Mg dimensional, each touch feature is Mt dimensional,
y = 1 represents an ASD user, and y = 0 is a TD user. The
length of trajectory Ne varies across the users and episodes.

Inspired by the task formulation in few-shot learning (Gar-
nelo et al., 2018a; Gordon et al., 2018), we design the
training objective as a sub-trajectory classification prob-
lem. Specifically, we randomly sample a sub-trajectory
T s = {gn, tn}k+Ns

n=k of length Ns (∀k ∈ [1, Ne−Ns]) from
the trajectory T (ignoring padding 3p for simplicity) and
train the model to accurately identify the user group based
on the limited sub-trajectory information (i.e., F : T s → y).
This addresses the limited data problem, enables the model
to train on a large number of training tasks, and encourages
the model to capture multiple identifying patterns of users.
Moreover, this sub-trajectory-based classification is likely
to be more realistic and representative in real-world settings
especially involving children. Simply, children are likely
to paint a maze in multiple rounds and in each round, fo-
cus on painting for a couple of seconds (a sub-trajectory
or sequence) instead of a single round of painting. Some
children may not even complete the game and we may only
have partial trajectory information available.

Deep Temporal Sets (DTS). DTS, as shown in Figure 4,
consists of a temporal encoder Φt which encodes each em-
bedding using all past sequence information and a spatial
encoder Φs which generates embedding by considering
nearby local information in the sequence. Note that we
apply separate sequence encoders for different modalities

Figure 4: Architecture of Deep Temporal Sets (DTS)

(e.g., gaze and touch) in the implementation to fully lever-
age the multimodal information. The multimodal inputs are
passed through temporal (e.g., LSTM or GRU networks)
and spatial encoders (e.g., FCN) to capture the past and local
information from the sequence and generate the encoding
hk
t and hk

s , respectively, ∀k ∈ [1, Ns], where each encoding
matches with the original instance in the input sequence
T s. We instantiate the spatial encoder with the FCN net-
work using three Convolution-1D blocks with kernel size
p, thus requiring a longer sequence with size Ns + 3p as
input by considering future p instances as padding in each
block. Each encoding can be seen as the representation for
the multimodal sequential input around time step k. Then,
those deep-set encodings output by different sequence en-
coders are concatenated and aggregated through an average
pooling operation to obtain the deep-set encoding d:

d = DTS([h1, ...,hNs ])

=
1

Ns

Ns∑
i=1

concat[Φt(h
i),Φs(h

i)] (3)

Here, concat is a concatenation function. The deep-set
encoding operation for the multimodal sequential inputs is
permutation invariant, i.e., for any permutation P :

DTS([h1, ...,hNs ]) = DTS([hP (1), ...,hP (Ns)]) (4)

This design can be seen as a multimodal realization of deep
sets encoder of (Zaheer et al., 2017) that takes the form
f(X) = ρ(

∑
x∈X ϕ(x)) where ϕ is the sequence encoder,

and ρ is the mean aggregation function.

Evidential Reinforced Attentions (ERA). In ERA (shown
in Figure 5), we first construct the current state embedding
(et) by concatenating the DTS generated embedding d and
the RL-agent selected attentive subset embedding dt

attn:

et = concat(d,dt
attn) (5)

We leverage a state encoder (SE), which takes the current
state embedding (et) and previous state (st−1) to generate
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current state-space (st) as:

st = SE(et, st−1; θse) (6)

We develop an evidential policy network (πθe) parameter-
ized by θe, which takes the st as an input and output eviden-
tial distribution parameters (γ, ν, α, β), where the meanings
of these parameters are given in Section 3. Then, the likeli-
hood of choosing an action, at is obtained by marginalizing
over the prior parameters (µ, σ2):

p(at|γ, ν, α, β)

=

∫
σ2

∫
µ

p(at|µ, σ2)p(µ, σ2|γ, ν, α, β)dµdσ2

= St (at; γ, β(1 + ν)/(να), 2α)

(7)

where St(at; γ, β(1 + ν)/(να), 2α) is the Student-t distri-
bution with location, scale, and degrees of freedom respec-
tively, which is achieved by placing a NIG evidential prior
on a Gaussian likelihood.

From this Student-t distribution, we sample an action at
that provides the attentive location in DTS and directs the
policy update, respectively. It should be noted that our
action is a continuous vector of length Na representing all
the starting position of an attention window. Specifically, for
each attention akt (k ∈ [1, Na]), we apply a sigmoid function
(σ) and multiply it with length of (Ns − W ), where W
represents the size of attention window. We then generate
the attention starting index using a floor function:

idxk
t = ⌊σ(akt ) · (Ns −W )⌋ (8)

We construct an all-zero mask Mt of length Ns and then flip
the entries indexing in [idxk

t , idx
k
t + W ],∀k ∈ [1, Na] to

1. The RL selected attentive subset embedding in time step
t dt

attn is then obtained by Mt · concat(Φt(h
i),Φs(h

i)),
where · symbolizes dot product function.

We design a novel evidential reward function that incorpo-
rates standard RL reward computed with predicted classi-
fication accuracy and epistemic uncertainty that captures
policy network’s uncertainty while providing an action:

re(st,at) = r(st,at) + λepistemic(πθe(·|st))
r(st,at) = 1{pT = ys} (9)

where r(st,at) is a predictive reward representing the
classification accuracy at last time step T , pT is the
last time step’s predicted result while ys is the user
category label corresponding to sub trajectory T s, and
epistemic(πθe(·|st)) = Var[µ] = β

ν(α−1) is the epis-
temic uncertainty.

Given the evidential reward, we introduce an epistemic value
function, V e(st), which can be computed by repeatedly

applying the Bellman operator (Bπ):

BπV e(st) ≜re(st,at) + γRLEst+1∼π[V (st+1)] (10)

The detailed workflow of the ERA module is presented in
Figure 5. The module takes st as input to the evidential
policy network that generates evidential distribution param-
eters. We further marginalize those parameters and achieve
a predictive student-t distribution and from which we sam-
ple an action at. We generate attention masks based on the
provided action and then select attentive gaze and touch
embeddings and compute evidential reward simultaneously.

4.2. Derivation of Epistemic Policy Iteration

We derive epistemic policy iteration to achieve optimal pol-
icy by alternating between epistemic policy evaluation and
epistemic policy improvement.
Lemma 1 (Epistemic Policy Evaluation). Given the Bell-
man operator Bπ in (10) and V n+1 = BπV n, the value
will converge to the epistemic value of policy π as n→∞.

Lemma 2 (Epistemic Policy Improvement). Given a new
policy πnew that is updated via (15), then V e

πnew
(st) ≥

V e
πold

st for all st.

Theorem 3 (Epistemic Policy Iteration). Alternating be-
tween epistemic policy evaluation and epistemic policy im-
provement for any policy π ∈ Π converges to an optimum
epistemic policy π∗ such that V π∗

(st) ≥ V e
π (st) for all st.

Please refer to Appendices D.1, D.2 and D.3 for proofs.

4.3. Training and Inference
The training procedure involves the parameter update asso-
ciated with both DTS and ERA modules. The DTS module
is trained with supervised learning utilizing binary cross-
entropy loss as:

L(θd, θNN )

= − 1

T

T∑
t=1

ys · log(NN(st)) + (1− ys) · log(1− NN(st))

(11)

where NN is a binary classifier neural network, and ys is a
ground truth label. Then the DTS module is updated as:

θd ←− θd − ηd∇θdL(θd, θNN ) (12)

Also, the classification network is updated as:

θNN ←− θNN − ηNN∇θNN
L(θd, θNN ) (13)

Similarly, the ERA module finds the optimal policy to max-
imize long-term expected cumulative evidential reward as:

Jπ(θe) =

T∑
t=1

E(st,at)∼π(r
e
π(st,at)) (14)
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Figure 5: Evidential Reinforced Attentions (ERA)

where T is the total number of time steps in the episode.

For ERA module update, we update the evidential policy
network with policy gradient method:

θe ←− θe + ηe∇θeJπ(θe) (15)

where∇θeJπ(θe) is proportion to

E(st,at)∼π[r
e
π(st,at)∇θe lnSt(at;πθe(·|st))]

The detailed training process is given in Algorithm 1 of
Appendix C. During inference, we input the model with
variable length sub-trajectories or full episode trajectories
to test the model’s capability in classifying the provided
trajectory belonging to ASD or TD users. We provide details
of the inference process in the experimental section.

5. Experiments
In this section, we conduct both quantitative and qualita-
tive experiments to evaluate the proposed DTS-ERA model
on three different games regarding ASD detection, Maze
Painting, Word Scanning and Coloring. First,
we compare our model with multiple state-of-the-art base-
lines. The performance comparison shows that our model
surpasses all the competitors by a significant margin. Next,
we use Maze task as an example and conduct a detailed
ablation study to test the reinforced attention and evidential
learning’s effectiveness w.r.t. the final classification per-
formance. We then demonstrate the model’s capability in
detecting ASD users’ unique behaviors using incomplete
gameplay trajectories. For qualitative studies, we show
representative SBPs discovered from ASD and TD groups’
touch and visual sensory inputs and formally group these
SBPs into four major categories. We further conduct a
statistical analysis to show that ASD and TD groups of chil-
dren exhibit a clear distinction on certain SBPs through the
Wilcoxon rank sum test.

Dataset Setup. All data collection experiments are ap-
proved by Institutional Review Boards and conducted un-
der informed consent and minor assent (IRB# and institute
names are hidden for review). All participants are adoles-
cents (age 11-17 years), and all data are completely deiden-
tified. The Maze Painting experiments are carried out

with 12 TD children and 12 children with ASD. All partici-
pants are seated in front of a screen and played 12 interactive
game levels, 6 with 2D mazes and 6 with 3D mazes. The
Word Scanning and Coloring experiments are con-
ducted with 9 children with ASD and 13 TD children. More
details about the experiments are in Appendix B.

Comparison baselines. We compare with multiple state-
of-the-art baselines, all of which are trained using the same
sub-trajectory-based task formulation:

• Recurrent Classifier (LSTM) (Hochreiter & Schmidhu-
ber, 1997): We consider a LSTM based classifier as a
simple recurrent based baseline that leverages the mul-
timodal sequential information for classification. The
model uses two sequence encoders to generate the task
representation. Specifically, the output from the final time
step is concatenated to obtain the task representation.

• LSTM-FCN (Karim et al., 2017): LSTM-FCN explores
the augmentation of fully convolutional networks with
LSTM RNN sub-modules for time series classification.

• GRU-FCN (Elsayed et al., 2018): GRU-FCN replaces
LSTM with a gated recurrent unit (GRU) to create a GRU-
fully convolutional network hybrid model.

• 1D-ResCNN (ResCNN) (Zou et al., 2019): ResCNN inte-
grates residual network with convolutional neural network
for time series classification.

• Temporal Convolutional Networks (TCN): (Bai et al.,
2018) TCN extends convolutional neural networks for
sequence modeling by introducing dilated, casual convo-
lutional networks for sequential time-series classification.

• InceptionTime (Ismail Fawaz et al., 2020): Inception-
Time is a scaleable model that utilizes cascade of incep-
tion modules for multivariate time series classification.

• MiniRocket: (Dempster et al., 2021): MiniRocket trans-
forms input using a fixed set of convolutional kernels and
trains a linear classifier using the transformed features.

• An Explainable Convolutional Neural Network (XCM)
(Fauvel et al., 2021): XCM is a new compact convolu-
tional neural network which extracts information relative
to the observed variables and time directly from the input
data. Thus, XCM architecture enables a good generaliza-
tion ability on both large and small datasets.
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5.1. Quantitative Results
Classification performance. We compare DTS-ERA’s
predictive accuracy with the baselines on the 2D, 3D and
mixed (including both 2D and 3D ) game data for Maze
Painting as well as the other two games in Table 1. As
can be seen, DTS-ERA outperforms all baselines by a signif-
icant margin. Working across all these real-world datasets
further demonstrates our model’s generalization capability
in human behavior analysis. For component analysis, the
basic LSTM model’s performance is considerably low as it
only looks at the long and short-term temporal structure and
fails to capture the representative patterns of autistic users.
XCM baseline extracts the complex relationship relative
to the observed variables from the input data but fails to
leverage the long and short temporal information as LSTM.
MiniRocket uses fixed convolutional kernels to obtain the
features, and uses a linear classifier for prediction. TCN
and InceptionTime models extend the conventional CNN
modules for time series data leading to improved classifi-
cation performance. The DTS baseline shows that even
without ERA, our model is stronger than all its competitors
by leveraging deep temporal set construction. However, all
models lack the novel reinforced attention mechanism to
identify the most characteristic behavioral patterns to distin-
guish ASD from TD. The reinforced attention mechanism
enables our model to identify the SBP leading to superior
classification performance.

Handling Incomplete Trajectories. Our model can easily
be extended to handle situations with partial and incomplete
data because our model is a novel extension to the deep
sets methods. We test our model’s capability in adapting
to different length partial trajectory up to the entire episode
to match the real cases, where data recording might be par-
tially missing or interrupted. As Figure 6a and 6b show, we
use game Maze Painting as an example and our model
could achieve up to 85% test classification accuracy as the
test trajectory going to completion, and already achieves
more than 65% accuracy even with only 1/5 completion de-
gree, either in 2D and 3D dataset. Please refer to Appendix
E for additional partial trajectory experimental results on
the mixed dataset.

5.2. Ablation Study
We conduct an ablation study with game Maze
Painting to evaluate two uniquely designed components
in our model: epistemic uncertainty and evidential rein-
forced attentions. As shown in Figure 7a, ERA helps our
model identify important SBPs and improve classification
accuracy. As shown in Figure 7b, evidential uncertainty-
based exploration could help our model identify more di-
verse patterns from long-term multi-modal data. In addition,
Table 2 discloses the newly identified pattern category (in
bold font), which supports the effectiveness of the evidential
uncertainty-based exploration. Additional ablation studies

on other hyper-parameters are presented in Appendix E.
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Figure 6: Predictive accuracy for incomplete episodes
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Figure 7: Average performance w/ and w/o reinforced atten-
tion mechanism (a) and evidential exploration (b).

5.3. Qualitative Results
Signature Behavioral Patterns. We continue using Maze
Painting as an illustrative example. Through the rein-
forced attention mechanism, the RL agent is able to focus
on a subset of instances to formulate the state embedding.
We find that these selected instances reveal different gaze
and touch modality patterns for different user groups, and
therefore they can be considered both representative and dis-
criminative. We visualize those patterns using the heatmaps
in Figure 8. Each point’s location in the heatmap corre-
sponds to a 2-dimensional feature (e.g., the coordinates of
the eye gaze position and the ball position on the screen).
The brightness corresponds to the gaze lasting time (eye
gaze) or pressure on the ball (touch) around that position.

In Figure 9, we show the statistical counts for each sensory
group’s SBPs. From those results, we observe that the ASD
group presents more patterns than TD in concentrated gaze
patterns (Shift, Oval, Circle) and Switching gaze patterns
(BCS, BSS, ICS, ISS), while the TD group reveals more
patterns than ASD in local, global and line shape patterns
(LS, GS, LL). We further apply a Wilcoxon rank sum test
to evaluate if the pattern differences in the two user groups
are statistically significant. Here p < 0.05 is considered
significant (with 95% confidence), while 0.05 ≤ p < 0.1 is
considered near significant.

Table 2 shows the p-value for each pattern category (the
pattern category with a bold font is the sensory pattern de-
tected by the reinforced attention mechanism). From those
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Table 1: Classification Performance Comparison
Dataset Maze-2D Maze-3D Maze-Mixed Coloring Word Scanning
LSTM (Hochreiter & Schmidhuber, 1997) 65.0±6.7 63.0±5.5 68.8±4.8 62.0±3.8 62.5±4.1
LSTM-FCN (Karim et al., 2017) 91.5±3.6 93.4±3.5 90.4±3.8 86.0±4.2 89.0±4.1
TCN (Bai et al., 2018) 73.1±4.5 64.0±7.1 60.5±5.7 64.0±4.1 68.0±3.7
GRU-FCN (Elsayed et al., 2018) 92.3±3.2 94.5±4.1 91.8±4.8 88.0±3.9 91.0±3.8
ResCNN (Zou et al., 2019) 85.0±5.2 76.0±4.5 82.0±6.2 85.0±4.3 88.0±4.2
InceptionTime (Ismail Fawaz et al., 2020) 80.1±6.7 72.5±1.6 78.8±4.8 82.0±4.1 77.0±4.2
XCM (Fauvel et al., 2020) 37.5±3.7 44.4±4.3 54.40±3.6 58.0±3.6 52.0±4.2
MiniRocket (Dempster et al., 2021) 70.7±7.1 55.3±3.5 56.3±3.8 65.0±4.8 65.0±5.1
DTS 93.1±3.6 94.6±5.8 92.7±5.6 89.0±4.5 92.5±4.4
DTS-ERA 94.0±3.8 95.3±5.3 95.0±5.2 91.0±3.9 93.5±3.8

(a) Shift (b) Oval (c) Circle (d) BCS (e) BSS (f) ICS (g) ISS (h) Clutter (i) LS (j) GS (k) LL

(l) Slide (m) Oval (n) Circle (o) BCS (p) BSS (q) ICS (r) ISS (s) Clutter (t) LL (u) GL (v) TA

Figure 8: Heatmap visualizations of representative SBPs in Maze Painting across ASD and TD user groups from each
discovered gaze [(a)-(k)] and touch [(l)-(v)] pattern category, where all the pattern categories are summarized in Table 2.

Table 2: Categorization of discovered SBPs and Wilcoxon
rank sum test for each pattern category

Sensory Shape Pattern Category P-value

Gaze

Concentrated
Shift 0.0985
Oval 0.1042

Circle 0.0965

Switching

Balanced Clutter Switching (BCS) 0.0675
Balanced Scatter Switching (BSS) 0.0876

Imbalanced Clutter Switching (ICS) 0.0752
Imbalanced Scatter Switching (ISS) 0.0923

Local Clutter 0.0623
Local Scan (LS) 0.0518

Global Global Scan (GS) 0.0432
Line Local Line (LL) 0.0447

Touch

Concentrated
Slide 0.0802
Oval 0.0857

Circle 0.0968

Switching

Balanced Clutter Switching (BCS) 0.0745
Balanced Scatter Switching (BSS) 0.0736
Imbalanced Clutter Switching (ICS) 0.0594

Imbalanced Scatter Switching (ISS) 0.0654

Local Clutter 0.0518
Turning Around (TA) 0.0485

Line Local Line (LL) 0.0469
Global Line (GL) 0.0423

statistical results, we can claim that the local, global, and
line patterns in the ASD and TD groups are significantly
or near significantly different. This finding confirms our
aforementioned statistical counts. The overall discovery is
aligned with previous psychological studies that indicated
adolescents with ASD are impaired in responding to stimuli
that are subtle or complex (Wieckowski & White, 2020).
Case studies on these ASD datasets are provided in Ap-
pendix F that uses the discovered SBPs to better understand
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Figure 9: Gaze and touch SBP category statistical analysis

autistic children’s behaviors.

6. Conclusion
In this paper, we integrate deep temporal sets with evidential
reinforced attention to discover subtle and complex multi-
modal human behavioral patterns. The proposed DTS-ERA
model leverages two-tiered sequence encoders (i.e., a tempo-
ral encoder and a spatial encoder) to generate DTS embed-
ding that exploits temporal information. For effective model
training, DTS-ERA uses the setting of few-shot learning
that takes sampled sub-trajectories as the input tasks. By
training across different tasks, the model can adapt to user
data with different lengths to match real-world scenarios.
Additionally, DTS-ERA combines an RL agent to perform
evidential reinforced attention that learns an effective policy
to select representative embeddings as attention signatures
and further boosts the performance. Experimental results on
multiple real-world datasets demonstrate the effectiveness of
the proposed model. Signature behavioral patterns provide
useful and interpretable insights to understand important
behaviors that are unique for children with ASD.
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Appendix

Organization of Appendix
In Appendix A, we summarize the major notations used throughout the paper. In Appendix B, we provide additional details
of the datasets and experimental setup. In Appendix C, we show the pseudo code of the training process. Appendix D
provides the proofs of the main theoretical results. We present some additional experimental results in Appendix E and case
studies in Appendix F. Appendix G discusses the limitations, future work, and social impact of the proposed work. Finally,
the link to the source code and processed datasets is provided in Appendix H.

A. Table of Symbols
The major notations and their descriptions are summarized in Table 3.

Table 3: Symbols with Descriptions

Notation Description
G Game Experience Collection

T u
l , Ne Episode Trajectory for user u in game level l, variable length of episode trajectory
T s, Ns Fixed size sub trajectory sampled from episode T as training input, length of input

sub-trajectory T s

tn,gn Instance level record in trajectory T (Instance)
y, ys User Category for episode trajectory T and sub-trajectory T s

p padding size due to the kernel size of 1D-Conv layer.
{(h1, ..., hNs)} Multi-modality instance level record in input sub-trajectory T s

{(h1
t , ..., h

Ns
t ), (h1

s, ..., h
Ns
s )} DTS module generated hidden embedding sets

d,dt
attn Average aggregated DTS module generated embedding and RL selected attentive

subset embedding
et State Embedding representation
st State space representation in time step t

at, Na Action space representation in time step t and length of at
re(st,at) Evidential Reward associated with the state st and action at
r(st,at) Tradition Reward calculated by the last time step T ’s predictive accuracy.
γRL Discounting factor used in the cumulative reward computation
T length of RL time step in one training iteration
PT Last time step T ’s predictive result
W Attention window length

idxk
t , k ∈ [1, Na] Transform of each relative starting position akt to absolution position index in

sub-trajectory T s.
α, β, ν, γ Output of evidential policy network to infer underlying Gaussian distribution.
µ, σ2 Mean and Variance of the inferred underlying Gaussian distribution for sampling

action at.
Mt Binary Attention Mask at time step t

πθe , θe evidential policy network and its parameter
NN, θNN binary classification network and its parameter
(SE, θse) State Encoder and its parameter
Φt(.),Φs(.) Temporal and Spatial Sequence Encoders

θd DTS module’s joint parameter representation, including the parameter of Sequence
and State Encoders.

ηd, ηNN , ηe Learning rate of DTS module, classification network and evidential policy network.
λ Hyper-parameter balancing the exploration and exploitation
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B. Additional Details of Datasets and Experimental Setup
During the Maze Painting game, each participant finished 6 episodes in 2D scenario and another 6 episodes in 3D
scenario. To complete one episode, the participant had to completely paint the maze by operating a painting ball through
the Haptic robot. The trajectory of the ball, which reflected the applied touch sensation, was recorded at about 20Hz. In
addition, the participant’s visual behavior was recorded as gaze position on the screen using a calibrated Tobii Pro x-30
eye-tracker at about 20-30 Hz. During the Word Scanning and Coloring games, each participant finished 6 episodes
in each game by operating the Haptic robot. The trajectory of the cursor (for word scanning) and the pen (for coloring),
which reflected the applied touch sensation, was recorded at about 60Hz. The participant’s gaze position on the screen was
recorded by a calibrated Tobii Pro x-30 eye-tracker at about 20-25 Hz. Each user-episode data consists of a large number
of sequential records (one record represents the tracked gaze/touch data at a particular time) and its corresponding length
varied across the users and episodes. The tracked records were averaged across 0.1 second sequential intervals to obtain
the instances. Averaging over 0.1 second time interval reduced noise in the data and unified the vision and touch sampling
rates. Each gaze instance is a 4-dimensional feature vector indexed by time and represents the eye gaze position of each eye
on the screen. Each touch instance is a 3-dimensional feature vector indexed by time and represents the ball position on
the screen along with the applied pressure. During the data collection process, some users’ behavior was not recorded due
to hardware/software issues, such as the participants blocking the view of the eye tracker or the robot controller having a
glitch. After removing these sections with incomplete data, we have a total of 100 2D user-episode combinations and 125
3D user-episode combinations, leading to a total of 225 user-episode combinations (termed mixed combination). For the
other two tasks (Word Scanning or Coloring), the number of user-episode combinations are both 132. We consider
60% of the available data (user episodes) of each sub-group (2D, 3D, mixed or word scanning, coloring) for training, train
the model for 2000 epochs, and evaluate the model on the remaining data in that sub-group. We repeat those experiments
across 5 random train-test splits and average the test set accuracy for quantitative evaluations.

C. Training Algorithm
In this section, we first derive the posterior predictive distribution of evidential policy network (i.e. Eq. 7) and then provide
the Algorithm 1 for detailed training process.

The evidential policy network is set up in such a way that the target, i.e., action at, is drawn i.i.d. from a Gaussian distribution
with unknown mean and variance (µ, σ2). Model evidence can be introduced by further placing a prior distribution on
(µ, σ2). To ensure conjugacy, we choose a Gaussian prior on the unknown mean and an Inverse-Gamma prior on the
unknown variance:

p(at|µ, σ2) = N (µ, σ2) (16)

p(µ|γ, σ2ν−1) = N (γ, σ2ν−1) (17)

p(σ2|α, β) = Inv-Gamma(α, β) (18)

The joint posterior of (µ, σ2) can be formulated as a Normal Inverse-Gamma (NIG) distribution:

p(µ, σ2|γ, ν, α, β) = βα
√
ν

Γ(α)
√
2πσ2

(
1

σ2

)α+1

exp

{
−2β + ν(γ − ν)2

2σ2

}
(19)

We can interpret the NIG distribution as a higher-order, evidential distribution, where the parameters of this distribution can
be interpreted as the (prior) pseudo-observations of an action. Our policy network directly predicts the NIG parameters,
which enables us to evaluate evidence for each action and measure epistemic uncertainty.
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By marginalizing over (µ, σ2), we arrive at the following predictive student-t distribution, which is used to sample actions:

p(at|γ, ν, α, β) =
∫ ∞

σ2=0

∫ ∞

µ=−∞
p(at|µ, σ2)p(µ, σ2|γ, ν, α, β)dµdσ2

=

∫ ∞

σ2=0

∫ ∞

µ=−∞

[√
1

2πσ2
exp{− (at − µ)2

2σ2
}

][
βα
√
ν

Γ(α)
√
2πσ2

(
1

σ2

)α+1

exp{−2β + ν(γ − µ)2

2σ2
}

]
dµdσ2

=

∫ ∞

σ2=0

βασ−3−2α

√
2π

√
1 + 1

νΓ(α)

(
1

σ2

)α+1

exp{−
2β + ν(at−µ)2

1+ν

2σ2
}dσ2

=

∫ ∞

σ=0

βασ−3−2α

√
2π

√
1 + 1

νΓ(α)

(
1

σ2

)α+1

exp{−
2β + ν(at−µ)2

1+ν

2σ2
}2σdσ

=
Γ(1/2 + α)

Γ(α)

√
ν

π
(2β(1 + ν))α(ν(at − γ)2 + 2β(1 + ν))−( 1

2+α)

= St (at; γ, β(1 + ν)/(να), 2α)
(20)

Algorithm 1 Model Training

Require: Episode Trajectory T of length Ne sampled from Game Experience Collection G = {T l
u}, u ∈ U, l ∈ L, total

iteration number K, total time step T
Require: Hyperparameters: ηd, ηNN , and ηe (learning rates), γRL (RL discount factor), evidential policy network

parameters (θe), Deep Temporal Sets module parameters (θd), and classification network parameters (θNN )
while iteration k ≤ K do

Randomly sample Episode Trajectory T from Game Experience Collection and sample sub-trajectory T s of Ns

instances from T
for time step t ∈ [1,T] do

Input sub trajectory T s into DTS module to generate gaze and touch representation as (3).
Concatenate DTS module generated embeddings and RL-agent selected attentive regions as in (5).
Input et into state encoder as equation (6) to generate current state st
Input state st into evidnetial policy network to get action at, and calculate evidential reward re(st,at) using equation
(9) in the last time step T
Pass st to classification network to get final prediction pT and update the network as (13)

end for
Update evidentail policy network as (15) and DTS module as (12) respectively

end while

D. Proofs of Theoretical Results
In this section, we provide proofs of all lemmas and the theorem.

D.1. Proof of Lemma 1

Given the evidential reward defined as re(st) = rπ(st) + λepistemicπ(.|st)) the update rule for epistemic value can be
written as:

V e(st) = Eπ

∞∑
t′=t

γt′re(st′) = re(st) + γEst+1
[V e(st+1)] (21)

Following the convergence rule (Sutton et al., 1999) with finite action space, it is guaranteed that the value will converge to
the epistemic value of policy π.
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D.2. Proof of Lemma 2

The policy can be updated towards the new value function. Consider the updated policy πnew as the optimizer of the
maximization problem.

πnew = argmax
π′

Jπ(ϕ) = argmax
π′

Est [V
e
π′(st)] (22)

Denote the old policy as πold. Using the update rule specified in Eq (15) with a sufficiently small step size, we get an
updated policy πnew that satisfies

Eat∼πnew [V
e
πold

(st)] ≥ Eat∼πold
[V e

πold
(st) (23)

Given Eq (23), we have the following inequality

V e
πold

(st) ≤re(st) + γEst+1,at+1∼πnew [V
e
πold

(st+1)]

≤re(st) + γEst+1,at+1∼πnew [r
e(st+1)]

+ Est+2,at+2∼πnew [V
e
πold

(st+2)]

...

=V e
πnew

(st)

(24)

where re(st) is a evidential reward in step t. Therefore, we show that the new policy πnew ensures V e
πnew

(st) ≥ V e
πold

(st)
for all st.

D.3. Proof of Theorem 3

Let πi denote the policy at iteration i. We already show that the sequence V e
πi
(st) is monotonically increasing. Since V e

π (st)
is bounded above, the sequence converges to some π∗. At convergence, it must be the case that Jπ∗(π∗(.|st)) ≤ Jπ∗(π(.|st))
for π ̸= π∗. Based on Lamma 2, we have V e

π∗(st) > V e
π (st) for all s. In other words, the evidence value of any other policy

π is lower than that of the converged policy π∗. Therefore, it guarantees convergency to an optimal policy π∗ such that:

V e
π∗(st) ≥ V e

π (st) (25)

E. Additional Experiment Results
E.1. Ablation study on hyper-parameters

Figure 10 presents the impact of different hyper-parameters: dimensionality of DTS embedding, length of the input sub-
trajectory Ns, and length of RL time step T in one training iteration. Specifically, when embedding’s latent dimensionality
is set to 256, input sub-trajectory length is set to 60, and RL time step is set to 5, our model achieves the best performance.

E.2. Additional Result on Incomplete Trajectories

Figure 11 shows DTS-ERA’s performance by taking 20%, 40%, 60%, 80% and whole trajectory on the mixed dataset (i.e.,
2D+3D). This result is consistent with the results shown in the main paper, which further demonstrates our model’s good
detection performance using only partial trajectories.

E.3. Visualization of DTS-ERA Embedding

To provide additional insights on the outstanding detection performance of the proposed model, we project the learning DTS-
ERA selected attentive subset embedding into a low-dimensional space and visualize the testing trajectories in Figure 12.
We leverage PCA to further reduce the dimensionality of attentive subset embeddings and choose two principle components
to visualize the trajectories (each is mapped to a point in the 2d space). As can be seen, the TD and ASD groups become
easily separated even in such a low-dimensional space.

F. Case Study
We conducted a case study in both 2D and 3D Maze game environments by collecting autistic and TD users’ most frequent
gaze and touch SBPs in game levels 6 and 11, respectively. Level 6 was a 2D game environment with a cube distractor
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(a) DTS embedding dimensionality
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Figure 10: Impact of hyper-parameters
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Figure 12: Visualizing the DTS-ERA embedding

located in the middle; Level 11 was a 3D environment where distractors spreaded across the board. The result is shown in
Figure 13. In the 2D environment of game level 6 (the first row), both groups’ gaze and touch followed a line shape in most
cases. The difference was that TD users’ line spreaded longer and more diverse than that of the autistic users, thus forming
long-range and curve patterns, such as Global Scan (GS) and Global Line (GL), as compared to autistic users’ Local Line
(LL) and Shift patterns for gaze and touch. This observation is also consistent with the 3D environment (the second row),
where the ASD users’ most frequent gaze and touch SBPs were both concentrated patterns. In contrast, the TD users show
Local Scan (LS) and Turning Around (TA) patterns for gaze and touch, respectively. We combined 2D and 3D observations
and analyze them jointly and found an interesting phenomenon for autistic users: they tended to look at and move the ball
along the math path near the margin of the gaming scene. More importantly, their eye gaze and ball movement in most cases
were in the opposite positions, as shown in Figures 13a and 13b as well as 13f and 13g. These were the most frequent gaze
and touch patterns of the ASD group in 2D and 3D environments. This finding is aligned with previous child development
research that showed children with ASD tend to demonstrate less efficient eye-hand coordination (Crippa et al., 2013). In
the 3D environment, autistic users’ eye gaze patterns fell more on the cube distractors, shown in Figure 13f. They pushed
the ball harder as indicated by brightness in Figure 13g but with little movement. In contrast, the TD users usually scanned
more widely beyond the distractors and continue to move the ball along the path near the distractors to complete the painting
task, as shown in Figures 13h and 13i. Such observations coincided with our statistical analysis and provided evidences that
support previous research about the potential ASD related impairment in distractor inhibition (Lindor et al., 2019).

Given the simpler gaming operations in Word Scanning and Coloring, the SBPs found on those tasks are rather
simple. Both ASD and TD groups demonstrated a certain level of consistency between touch and gaze modalities, while
autistic children’s gaze and touch locations seem more separated than the TD group. TD users’ gaze and touch patterns were
more likely to show (global) line, curve or (local) clutter patterns, while the ASD group tended to show more localized
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patterns, such as concentrated and switching. We choose one most frequent gaze or touch SBPs in Word Scanning and
Coloring tasks respectively to demonstrate this finding, shown as Figure 14.

(a) Gaze [ASD]: LL (b) Touch [ASD]: Shift (c) Gaze [TD]: GS (d) Touch [TD]: GL (e) Maze board (2D)

(f) Gaze [ASD]: Circle (g) Touch [ASD]: Slide (h) Gaze [TD]: LS (i) Touch [TD]: TA (j) Maze board (3D)

Figure 13: (a)-(d): gaze and touch SBPs for ASD and TD users in game level 6 (2D-environment); (f)-(j) gaze and touch
SBPs for ASD and TD users in game level 11 (3D-environment); (e) and (j) maze boards for 2D and 3D environments

(a) ASD gaze and touch SBPs
on word scanning game

(b) TD gaze and touch SBPs on
word scanning game

(c) ASD gaze and touch SBPs
on coloring game

(d) TD gaze and touch SBPs on
coloring game

Figure 14: SBPs visualization for word scanning and coloring games

G. Limitations, Future Work, and Social Impact
While the proposed new DTS-ERA model presents a general method for complex behavioral pattern discovery, our evaluation
focuses on ASD-related behavior detection using datasets collected from child-computer interaction. Nevertheless, the
model evaluation methodology can be adapted to other datasets and baseline algorithms in a broader context. It is worth to
note that the current datasets have missing data, which is a common issue in real-world scenarios due to human and device
limitations. Thanks to the few-shot training approaches, our model still achieves robust prediction performance. The current
discoveries emphasize potential applications of the model for ASD assessment. This is a starting point for future extensions
of our framework: leverage machine learning technology to help improve human behavioral pattern discovery in real-world
applications, such as mental/behavioral health care. As a next step, we will utilize more diverse and longer-time human
behavior data within and beyond the ASD field to further explore real-world challenges and adapt the proposed model
to more complex settings. The proposed DTS-ERA model is generally applicable to many sequential decision-making
real-world problems such as healthcare, robotics, and gaming domains. For instance, the model could potentially be used for
preliminary screening before expert (such as healthcare professionals) validation, which may speed up disease diagnosis and
provide patients with prompt and effective treatment. Moreover, our model could also be used for digital behavior biomarker
detection and digital behavioral phenotyping to better understand the behavioral/sensory patterns of individuals with mental
and/or behavioral issues. These will further advance diagnosis and treatment.

H. Source Code
The source code and processed datasets can be accessed here: https://anonymous.4open.science/r/ASD_
TD-8B4C/README.md

https://anonymous.4open.science/r/ASD_TD-8B4C/README.md
https://anonymous.4open.science/r/ASD_TD-8B4C/README.md

